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Abstract: In recent years, deep learning methods have been widely applied to seismic detection and
phase picking. However, existing models are mainly trained on high signal-to-noise ratio (SNR)
velocity-type waveform data, with limited evaluation of their generalization to accelerometer and
intensity meter data. To investigate the performance of existing models on accelerometer data and
their generalization capability in Yunnan, this study constructed a high-quality, multi-source
heterogeneous waveform dataset based on the latest observations from the Yunnan Earthquake Early
Warning (EEW) network, including velocity meters, accelerometers, and intensity meters, with all
phase arrival times manually annotated. We systematically evaluated the phase-picking performance
of nine models—five domain-specific models (e.g., PhaseNet, USTC-Pickers) and four large
models (e.g., SeisMoLLM, SeisT)—on the Yunnan dataset. The locally fine-tuned USTC-Pickers
achieved the best overall performance, with mean F1 scores of 0.779 for Pg and Sg phase picking
(At<<0.1 s), significantly outperforming other models, and effectively mitigating phase-picking
delays for accelerometer and intensity meter data. Large models demonstrated stronger
generalization in Sg picking and low-SNR conditions. The study also revealed performance
variations of mainstream seismic detection models under different waveform lengths, magnitudes,
and epicentral distances, underscoring the importance of localized training and model architecture
selection in practical applications. The research findings provide references for seismic detection
and phase picking in earthquake early warning systems, as well as for the real-time automatic
processing of seismic data at the China Earthquake Science Experiment Site.
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Fig.1 Comparison of seismic waveforms recorded by different instruments and PhaseNet-detected arrival times
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Fig.2 Station density and distribution of the Yunnan Seismic Network before and after the earthquake early

warning project construction
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Table 1 Summary of Seismometer Types Deployed in Yunnan Region
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Fig.3 Epicenter and station distribution of earthquakes in the dataset
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Table 2 Summary of information on earthquake detection models
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Table 3 Summary of picking results of different models on the dataset (error within 0.1 s counted as 7P)
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Fig.5 Precision, recall, and F1-score radar chart of different models on three data types
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